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summary
Generative artificial intelligence and Large Language Models reshape labor dynamics and occupational health prac-
tices. As AI continues to evolve, there’s a critical need to customize ethical considerations for its specific impacts on 
occupational health. Recognizing potential ethical challenges and dilemmas, stakeholders and physicians are urged 
to proactively adjust the practice of Occupational Medicine in response to shifting ethical paradigms. By advocating 
for a comprehensive review of the International Commission on Occupational Health ICOH Code of Ethics, we can 
ensure responsible medical AI deployment, safeguarding the well-being of workers amidst the transformative effects 
of automation in healthcare.

1. IntroductIon

Picking up the legacy of Alan Turing, who in 
1950 asked himself the question, “can machines 
think?” proposing the test named after him and first 
coined in 1956 at the Dartmouth Summer Research 
Project on Artificial Intelligence, a seminal event for 
artificial intelligence as a field where a group of sci-
entists set out to teach machines to use language, 
form concepts, self-improve, and solve problems 
originally reserved for humans [1, 2], Artificial In-
telligence (AI) is a field of computer science aimed 
at creating algorithms and systems capable of mim-
icking human cognitive functions [3, 4].

After several drafts and revisions, the European 
Parliament approved the final text of the AI Act* on 
13 March 2024, becoming the first in the world to try 
to give clear rules and bans on the development of one 

of the most disruptive and revolutionary technologies. 
All artificial intelligence applications and systems 
operating in the European Union will be classified 
according to four risk levels (minimal, limited, high, 
and unacceptable) to protect EU citizens based on the 
Treaty on European Union (TEU) and the Treaty on 
the Functioning of the European Union (TFEU).

Integrating digital technology, including AI, is 
revolutionizing the occupational landscape, rede-
fining the types of available jobs and how work is 
organized and managed. This change is unstoppa-
ble and involves all productive sectors. Some of the 
most recognizable and prevalent instances of arti-
ficial intelligence in occupational settings include 
human resource (HR) software tools, collaborative 
robots (cobots) utilized in industrial settings, vir-
tual assistants in customer service centers, wearable 
devices utilized for real-time training and digital 
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platforms facilitating freelance or “gig” employment 
opportunities [5, 6].

AI-based HR systems are used, for example, for 
task assignment, performance evaluations, and ac-
tivity monitoring, such as the technique of people 
analytics, defined as the use by human resources of 
data on behavior, relationships, and human traits to 
make business decisions [7].

Smart personal protective equipments (PPE) 
are traditional protection systems combined with 
electronic components (such as sensors that can be 
incorporated into helmets or safety glasses and mo-
bile or fixed systems via cameras) capable of con-
tinuously recording data on the worker, the work 
environment and the use of the device itself. They 
allow, for example, the verification of a person on 
the ground, mapping of hazardous areas, immediate 
alert of the release of substances hazardous to work-
ers’ health but also allergens, noise, and chemicals, or 
to monitor stress, physical fatigue or to record vital 
parameters such as core body temperature and heart 
rate [8-11].

Chatbots represent a model of human-computer 
interaction and are designed to simulate human con-
versation, especially via text or voice, using artificial 
intelligence algorithms. They can be integrated into 
various platforms, such as websites, instant mes-
saging apps, social media, and email. They can be 
designed to perform different roles, from customer 
support services to virtual tutors or conversation 
companions. In the world of work, they are increas-
ingly used for various purposes. Some chatbots 
analyze workers’ communication patterns to assess 
the risk of mental health problems, such as burn-
out, and they can also provide personalized sup-
port to workers, such as personalized mindfulness 
practices through ad hoc platforms like MindBot, 
an EU-funded project [12]. They are also used to 
provide information on safety procedures to work-
ers at any time or to manage customer assistance 
requests, freeing humans working in call centers. 
Virtual reality is used to train workers towards safer 
and healthier behaviors. Additionally, cobots or col-
laborative robots are employed to assist workers 
and improve efficiency and safety in the workplace 
across a variety of sectors and applications, such as 
assembly, logistics, healthcare, agriculture, and more  

[13, 14], allowing people to be removed from dan-
gerous physical work and environments with chem-
ical and ergonomic hazards, even if they can pose 
safety issues [15].

Another example of technological integration oc-
curs in the Gig Economy, where digital platforms 
offer an ecosystem benefiting both workers, known 
as gig workers (e.g., couriers), and clients or compa-
nies. According to 2021 data from the EU Science 
Hub [16, 17], gig workers represent a rapidly grow-
ing workforce, with millions of people employed in 
the European sector.

From these examples of existing workplace ap-
plications, it is confirmed that emerging technolo-
gies such as artificial intelligence, automation, the 
Internet of Things (IoT), including healthcare IOT, 
robotics, and blockchain, are radically transforming 
how organizations operate and manage their activi-
ties [18], meeting the definition of AI-based worker 
management (AIWM) technologies.

Data Mining (DM), based on the analysis of Big 
Data – a subset of Data Science - through Deep 
Learning (DL) – a subset of ANNs with multi-layer 
(deep) structures within Machine Learning (ML) -  
can help researchers in the process of Knowledge 
Discovery in Databases (KDD) [19-21].

The implementation of increasingly complex 
technological models, also based on AI, will be able 
to facilitate the transition to a 5p Occupational 
Medicine (personalized, preventive, predictive, par-
ticipatory precision medicine) as would seem possi-
ble from the study of digital twin, digital replica that 
mirrors the physical entity in real-time or near- real-
time, enabling simulations and predictive analytics, 
allowing users to forecast performance, behavior, 
and potential issues before they occur in the physi-
cal world, which could be implemented in Occupa-
tional Medicine for the study and prediction of the 
pathogenesis mechanisms of technopathy providing 
a deeper understanding of the physical world and 
enabling data-driven based evidence [19, 22, 23].

In recent years, generative artificial intelligence 
(GAI), which evolved from Machine Learning 
(ML), has undergone rapid development. This 
branch of AI consists of algorithms that learn from 
large amounts of data to create new content in vari-
ous formats, such as text, images, video, audio, and 
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code. These models are known for their ability to 
perform a wide range of tasks, including writing, 
poetic composition, literature review, translation, 
and text adaptation to different contexts [24], simu-
lating human cognitive processes, even if there is no 
specific correlation between the computer states and 
cognitive states of the brain. There are large language 
models (LLMs) within the realm of generative AI. 
These systems are based on a complex of artificial 
neural networks (ANNs) capable of mimicking the 
brain structure and handling vast volumes of written 
information. They can be employed in various con-
texts, such as automatic translation, text creation, 
and question answering [25], generating human-
like text. LLMs have rapidly spread globally in the 
last year and a half and have immediately demon-
strated their potential to revolutionize the global 
medical sector [26]. The potential applications of 
LLMs in the medical field mainly concern medical 
education, scientific research, medical clinical prac-
tice, and the doctor-patient relationship [27]. The 
use of chatbots like ChatGPT, based on Genera-
tive Pretrained Transformer (GPT), a specific type 
of LLM developed by OpenAI [28], trained on vast 
amounts of text data also represents an opportunity 
in Occupational Medicine because of their capac-
ity to generate coherent, contextually relevant sen-
tences. Unlike traditional chatbots, which are often 
designed to perform specific tasks or respond to pre-
defined questions, models like ChatGPT are better 
suited for generating fluid and natural language re-
sponses across a wide range of conversational con-
texts without the need to be programmed or trained 
on specific data [29].

GAI systems and subsets could be employed as 
virtual assistants for Occupational Medicine profes-
sionals, providing instant responses regarding cur-
rent health and safety regulations in the workplace 
[30, 31]. They could also be used to draft informa-
tive documents and company communications and 
write and review risk assessment documentation to 
fulfill employer regulatory obligations. Finally, they 
could be employed to develop more efficient man-
agement systems for health surveillance, ensuring 
more comprehensive data collection.

However, it’s essential to recognize that the in-
tegration of AI and machine learning in healthcare 

also presents challenges, including concerns about 
data privacy and security, the need for robust regu-
latory frameworks, and ensuring that these tech-
nologies are accessible and fair for all patients, as 
highlighted by the EU-OSHA’s Healthy Work-
places Campaign Safe and Healthy Work in the 
Digital Age, running from 2023 to 2025. At the top 
there are LLM hallucinations, a term result of an 
anthropomorphization of AI lexicon and currently 
used when generative AI systems based on Large 
Language Models (LLM) connect, misinterpret 
data and produce erroneous information that ap-
pears coherent and plausible but lacks factual ac-
curacy or medical validity [32]. This phenomenon 
poses a significant problem for medical applications 
because healthcare professionals might encounter 
AI-generated content that looks accurate but could 
lead to incorrect diagnoses or treatments if relied 
upon without scrutiny because of the so-called 
counterfactual bias or the tendency to consider an 
incorrect factual premise true. The causes of LLM 
hallucinations can be varied and complex. One 
of the main reasons is the sensitivity of LLMs to 
training data or the presence of patterns that can  
mislead the algorithm. Ambiguous or non- 
representative data can generate erroneous responses 
that reflect distorted interpretations of reality with 
significant ethical and safety implications. These 
are errors that are sometimes so gross that they are 
immediately obvious. However, continued progress 
in LLM training (e.g., human feedback) will con-
stantly reduce gross hallucinations to form more 
reliable generative models. However, regardless of 
whether issues of hallucinations are adequately ad-
dressed, healthcare providers should be aware of the 
spectrum of capabilities and limitations of genera-
tive AIs, ensuring that medical decisions are based 
on reliable evidence and professional knowledge 
rather than solely relying on AI-generated text that 
may not always be accurate or clinically appropriate. 
Cautious use and careful fact-checking are crucial, 
alongside transparency, surveillance, and regulation, 
as already warned [33-35].

Therefore, careful consideration and ongoing 
evaluation are necessary to harness AI’s full poten-
tial in improving healthcare services while effec-
tively addressing these challenges [36].
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private repositories and the web for additional infor-
mation. Consequently, this new wave of automation 
will primarily target a different group of workers, 
typically associated with ‘knowledge work,’ includ-
ing clerical jobs. The anticipated impact appears to 
be not the obliteration of jobs but rather potential 
changes in the quality of jobs, particularly regarding 
work intensity and autonomy. The socio-economic 
impacts of Generative Artificial Intelligence are not 
predetermined; rather, they will largely depend on 
how its deployment is managed, necessitating poli-
cies that support an orderly, equitable, and consulta-
tive transition [39].

Psychosocial risks may worsen with the spread 
of generative AI and LLM in the workplace, or 
new risks may arise. At present, there are no official 
sources that deal with the use of AI in Occupational 
Medicine. Only recently, the World Health Or-
ganization (WHO) issued two documents related 
to AI [40] and LLMs and Generative AI [41]. At 
the same time, the International Code of Ethics for 
Occupational Health Professionals, last updated in 
2014, contains neither recommendations nor guide-
lines on using AI.

WHO documents offer safety recommendations 
for the usage of AI in healthcare, covering six key 
areas: documentation and transparency, total prod-
uct lifecycle and risk management, intended use 
and validation, data quality, privacy and data pro-
tection, and engagement and collaboration. They 
also integrate their previous 2021 publication [42], 
as the latter didn’t consider the potential applica-
tions of LLMs as they were not as advanced yet, 
by providing more than 40 recommendations. Its 
goal is to ensure the appropriate use of LMMs to 
protect public health, emphasizing the need to care-
fully consider the risks associated with developing 
and using generative AI technologies to improve 
healthcare.

The WHO identifies five areas of application of 
LMMs in healthcare: clinical diagnosis, patient-
guided care, administrative tasks, medical training, 
and scientific research for drug development. The 
same guidelines outline ethical considerations and 
best practices for developing, implementing, and re-
sponsibly using these models. WHO highlights the 
need to consider crucial aspects such as privacy, data 

2. dIscussIon

The risks arising from digitization in the work-
place fall within the scope of Council Directive 
89/391/EEC [32], the framework directive on oc-
cupational health and safety, and the national leg-
islation that has implemented it. In addition to 
protecting workers from work-related risks, it also 
establishes the employer’s responsibility to ensure 
safety and health in the workplace. The main risks 
arising from technological integration include loss 
of awareness of events, excessive reliance or potential 
loss of specific job-related skills, demotion, loss of 
autonomy and employment, social isolation, privacy 
violations, and inability to draw clear boundaries 
between social and private life due to 24/7 access to 
technologies [5].

Even gig workers, while enjoying a certain au-
tonomy typical of freelance workers, are subject to a 
high degree of control over their activities by digital 
platforms they work for through management algo-
rithms. During the COVID-19 health emergency, 
the European Commission recognized gig workers 
as essential workers, emphasizing the crucial role 
they play in ensuring the continuous functioning of 
vital services for public safety and health [38]. How-
ever, the ambiguous nature of their employment sta-
tus has made it complex to classify them legally and 
protect their rights, particularly concerning health 
and safety at work.

In August 2023, the ILO published a working 
paper entitled ‘Generative AI and Jobs: A Global 
Analysis of Potential Effects on Job Quantity and 
Quality’, which presents a comprehensive analysis 
of the potential exposure of occupations and tasks to 
Generative Artificial Intelligence, specifically LLMs 
based on Generative Pre-Trained Transformers 
(GPTs), and the possible implications of such ex-
posure for job quantity and quality. Unlike previous 
waves of technological transformation that primar-
ily affected low-skill and repetitive jobs with the 
highest potential for automation, machine learning 
systems can enhance performance in non- routine 
tasks. The proliferation of GPT-based LLMs fur-
ther underscores this evolving trend, given their ca-
pacity to execute cognitive tasks such as analyzing 
text, drafting documents and messages, or scraping 
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 - Human oversight and accountability. In a 
landscape where LLMs wield substantial 
influence over clinical decisions, elucidating 
the responsibilities of occupational health 
practitioners and other professionals in gen-
erative AI usage is imperative.

 - Data privacy and confidentiality. Privacy 
concerns must be reaffirmed within the code, 
emphasizing the confidentiality of health 
surveillance data processed through LLMs.

 - Equity and bias. Given the potential for 
LLMs to reflect and amplify biases, the code 
should stress the importance of mitigating 
discrimination risks and promoting equitable 
access to and utilization of these technolo-
gies, particularly in health surveillance and 
clinical decision-making.

 - Ethical use and learning. Continuous educa-
tion and professional development are essen-
tial. Occupational health practitioners should 
undergo appropriate training in the ethical 
and responsible use of LLMs and engage in 
ongoing professional development to stay 
abreast of technological advancements and 
emerging ethical dilemmas.

 - Continuous Monitoring and updating. The 
code should advocate for continuous moni-
toring and evaluation of the ethical implica-
tions and effectiveness of LLMs utilization in 
clinical practice and Occupational Medicine 
research, focusing on identifying and rectify-
ing any issues or challenges that may arise.

Updating the ICOH code of ethics in Occupa-
tional Medicine in light of the WHO guidelines 
would help ensure that using LLMs in this field is 
ethical and respects workers’ rights.

As pointed out in the preface of the publication 
“The International Code of Ethics for Occupa-
tional Health Professionals” by the Italian National 
Institute for Insurance against Accidents at Work 
(INAIL) [45], the Code represents a starting point 
and not an arrival point in a dynamic process in-
volving the entire occupational health community. 
Therefore, the development and application of pro-
fessional standards according to a multidisciplinary 
approach that remains in step with the times should 

security, transparency, accountability, and fairness 
when using these technologies. Based on what has 
recently been published by the WHO, we believe 
that the rapid progress of artificial intelligence in 
the medical field must also be considered in Occu-
pational Medicine to analyze its possible uses and 
ensure its correct application. Occupational physi-
cians should consider the impact of AI and, in par-
ticular, of LLMs from two perspectives:

 - The impact that generative AI may have in 
terms of employment and organizational 
well-being. Its introduction may cause new 
work hazards due to the possible workers’ 
demotion, burnout, and alienation caused by 
employers’ increasing adoption of AI. This is 
also underscored by the WHO guidelines, 
where the potential loss of jobs and the need 
for workers to reinvent themselves and adapt 
to AI-enabled jobs were inserted among the 
risks for the healthcare systems.

 - The impact of generative AI on occupational 
physicians’ daily practice. For example, the 
use of LLMs on patients’ private data may 
pose ethical and privacy concerns about how 
user data is handled and stored when sub-
mitted to third-party systems. Also, LLM 
hallucinations may lead to wrong diagnoses 
if used unchecked by the health professional.

To raise awareness of Generative AI opportunities 
and potential downfall and regulate its utilization in 
the medical fields, we believe that the WHO guide-
lines should be incorporated into the ethical codes in 
force in Occupational Medicine like the International 
Code of Ethics published by the International Com-
mission on Occupational Health (ICOH)[43, 44].

Several key considerations deserve integration 
into the ICOH Code of Ethics:

 - Transparency and explainability. The code 
should underscore, reiterate, and enforce the 
necessity of transparency among workers con-
cerning clinical decision-making supported 
by LLMs, with occupational health profes-
sionals being the first responsible for the 
transparent utilization of such technologies.
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