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Abstract. Use of artificial intelligence (AI) in healthcare can offer multiple and discordant contributions.  
These technologies may enable health workers to reduce the time needed for routine bureaucratic activities, 
sometimes sterile and distracting regarding the interests of the sick person and allow them to increase the 
patient’s listening space and willingness to engage in a caring relationship. On the other hand, this automated 
cognitive assistance may also reduce or undermine the relational skills and abilities of the healthcare staff 
themselves. For these reasons, the impact of AI on clinical care and the doctor-patient relationship requires 
careful ethical consideration. There is a need to develop ethical criteria to protect patients’ self-determination, 
ensuring transparency, equality of opportunity, privacy and safety. Therefore, a primary focus should be on 
training healthcare personnel in technological, ethical and social issues. In addition, special attention should 
also be paid to enhancing ethical discussion in the training courses of engineers, computer scientists and 
developers, with particular reference to the impact of design in the application of technologies on humans. 
Finally, the authors emphasize the need to foster a growing awareness in the population of the opportunities 
and risks of new technologies.
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Introduction

Since the beginning of the third millennium, 
studies on artificial intelligence (AI) have revolution-
ised our everyday lives, perhaps not yet completely 
consciously for everyone.

The fields of application and areas of interest of 
new technologies have multiplied: from the automo-
tive sector, with the realisation of the first self-driving 
cars, to finance, industry, health.

The increasing abundance of data combined with 
powerful algorithms and computing capacity have fos-
tered the development of AI, as well as that of other 
technologies that are considered emblematic of the 
Fourth Industrial Revolution (the Internet of Things 
(loT, robotics, quantum computers, 3D printing, ge-
netic engineering...) (1).

The rapid evolution of progression of research, 
through the crisis of the “computationalist paradigm”, 
has led to build systems that we might describe as al-
most “humanly intelligent,” that is, capable of han-
dling contingent interactions with the environment, 
arising not from the mere function of computation and 
processing of prior data, but from real learning capa-
bilities such as to generate heuristic responses to the 
achievement of specific goals (2, 3) . In fact, AI doesn’t 
follow a linear path, predetermined or predetermina-
ble by software, and predictable according to the algo-
rithms from which it is composed, but rather relies on 
a logic of self-learning, based on previous experiences 
of the machine itself, or provided by the surrounding 
environment (cd Deep learning). This machine learn-
ing is based on the so-called artificial neural networks, 
inspired by the neuronal architecture model of the hu-
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man encephalic cortex, built on computational models 
that allow for unforeseen and unpredictable machine 
reactions, which are, therefore, beyond the control of 
the human programmer.

A foundation of this approach, both scientific 
and philosophical, comes to us from the work of Fran-
cisco Varela, a philosopher and neuroscientist who 
developed the concept of “enactivism” (4). In one of 
his major works “Invitation aux sciences cognitives” 
(“Invitation to cognitive sciences”), Varela writes: “The 
fundamental idea is that the cognitive faculties are in-
trinsically connected to the history of experience, just 
as a path, previously non-existent, appears by walking. 
The resulting image of cognition is not the solving of 
problems through representations, but an emergence 
process which creates a world” (5). Without going into 
the merits of the concept of enactivism in the neuro-
scientific sense here, at the risk of straying from our 
topic, it is enough for us to understand its fundamen-
tal character related, in Varela’s own work, to artificial 
intelligence, which, modeled after human intelligence, 
would trace new ways of cognition and heuristic re-
sponses that were previously non-existent, in the en-
counter between the contingent stimuli of the environ-
ment and one’s own previous. In 2009, an interesting 
paper was published with the title in which the authors, 
while adhering to the interesting enactivist proposal of 
self-productive interaction with the environment, en-
rich its perspective by strongly arguing for the need to 
“always integrate the human being to this environment 
for a relevant meaning construction in the context of a 
participatory artificial intelligence” (6).

In the medical field, too, the use of AI is an 
emerging opportunity that promises to request a veri-
table Copernican revolution in the traditional care re-
lationship between physicians, other medical staff and 
patients. 

It is, in fact, increasingly common in the hospi-
tal setting to use machines that intervene and take the 
place of the professional in the process of care, both 
in the executive and diagnostic phases, allowing prac-
titioners to achieve more precise and effective results, 
while at the same time leaving aside the responsibility 
of the physician.

There are several rating scales that measure differ-
ent levels of autonomy of machines from human con-

trol based on the intensity of involvement of the ma-
chine itself in interaction with the person, also for the 
purpose of identifying responsibility in case of harmful 
events (7).

Among them is the scale of Guang-Zhong Yang, 
dean of the Institute of Medical Robotics at Shanghai 
Jiao Tong University, which defines six increasing levels 
of autonomy, equivalent to those of self-driving cars.

In the case of surgical robotics, level “zero” cor-
responds to a tele-operated system fully guided by 
the surgeon (as is the case in the “da Vinci” unit for 
laparoscopic operations, where the surgeon has direct 
control of the entire procedure). At level-1, the robot 
can provide cognitive and physical assistance, by cor-
recting the surgeon’s movements, but the surgeon re-
tains control of the system by being able to override 
these corrections (so-called virtual fixtures). At level-2, 
the robot possesses limited autonomy on some tasks, 
but still under the supervision and monitoring of the 
user who can neutralize the robotic execution. At lev-
el-3, the machine performs tasks autonomously but 
only following prior authorization by the surgeon. The 
higher levels are characterized by increasing autonomy 
of the robot, that can plan and execute a sequence of 
surgical tasks like a surgeon, until, in the highest level, 
it becomes fully autonomous, even in unforeseen and 
emergency cases (8, 9).

These systems, whose types of behaviour can no 
longer be defined by a programming code, continually 
redefine themselves and reproduce themselves inde-
pendently, as if they were true autopoietic and enactive 
systems.

While such systems appear, on the one hand to be 
the most interesting and promising, on the other hand 
they appear to be burdened by the so-called “Black 
Box,” that is, the problems associated with the inter-
nal opacity in Machine Learning that does not allow 
for a transparent and explainable explanation of how 
AI models get to a decision, even by the person who 
designed them.

This connotation of inaccessibility to the “discus-
sion pathway” adopted by the device implies a limited 
knowledge and verifiability of the entire process capa-
ble of significantly undermining the overall reliability 
of the system, even with a possible exclusion of the 
health worker from the care relationship.
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The possibility of machines to make autonomous 
choices independent of human command, along with 
complex legal issues, raises important ethical dilemmas 
about their nature and their correlation with a broader 
human phenomenology (10).

There is no doubt that the use of AI recalls the 
controversial ethical relationship between scientific 
knowledge and its applications, between nature and 
culture, which has long been the subject of attention 
and debate in both philosophical and scientific circles.

Multiple historical events have definitively re-
nounced the idea of the neutrality of science; signifi-
cant in this regard is the expression used by J. Robert 
Oppenheimer, who, after contributing to the develop-
ment of the atomic bomb, defined the use of nuclear 
energy in the military as “loss of innocence of science” 
(11).

As the leading exponent of ontological and phe-
nomenological existentialism Martin Heidegger al-
ready predicted in the middle of the last century, 
“Everywhere we remain unfree and chained to tech-
nology, whether we passionately affirm or deny it. But 
we are delivered over to it in the worst possible way 
when we regard it as something neutral; for this con-
ception of it, to which today we particularly like to do 
homage, would make us utterly blind to the essence of 
technology itself ” (12).

Indeed, the many applications of scientific knowl-
edge, for virtuous or immoral purposes, cannot disre-
gard a moral evaluation, respectful of human values, 
which certainly invalidates the uncritical acceptance of 
such supposed neutrality.

A bioethical reflection, necessarily based on a pre-
liminary and thorough knowledge of robotic technolo-
gy, is also inescapable in the field of the application in 
the medical field of AI.

The functional characteristics of the machine, the 
level of synergy and autonomy with and from humans, 
the areas of use of AI itself, but also the purpose for 
which it was designed, are important elements for the 
elaboration of a careful ethical evaluation.

Certainly, the main concerns are about the use of 
technology in those areas that are most beyond human 
control.

In this regard it is noted, moreover correctly, that 
the problem should not be set on whether or not such 

technology is permissible, but rather on “how” to make 
it permissible, since there is no automatic opposition 
between the autonomous machine and an ethics of 
values (13).

In particular, in health care, the ethical principles 
of responsibility and prudence are essential guiding 
references to ensure the primary goal of protecting pa-
tient safety and health (14).

IA and Medicine

The use of AI in medicine, as outlined in the Eu-
ropean Commission’s White Paper (2020) is signifi-
cantly changing, and in part has already changed, all 
areas of study, research, and health care, fostering the 
development of new drugs, earlier prevention, more 
timely and effective diagnosis, treatment, and the de-
velopment of clinical care tailored to the uniqueness of 
the individual patient (15, 16).

The use of advanced AI is widespread in so-called 
DTx, i.e., digital therapies (such as Oleena for can-
cer patients, Insulin in the treatment of diabetes, and 
Deprexis and Reser in the treatment of depression) 
that offer therapeutic interventions entirely guided by 
applications using sophisticated algorithms to prevent 
and treat the patient’s pathological, physical or mental 
conditions.

The study by Esteva et al. published in Nature in 
2017, shows that AI-based systems can classify skin 
cancer with a level of expertise comparable to that of 
experienced dermatologists (17).

In addition, these technologies can also be used 
in the automation and bureaucratic and administra-
tive management of certain clinical steps, improving 
efficiency, accessibility, reducing the expense of man-
aging health data and medical records, allowing more 
resources, in terms of money and also time, to be allo-
cated to prevention, biomedical research and care.

The possibility to delegate more and more of the 
“routine tasks” can allow health-care workers to op-
timize time and be more available in the patient care 
relationship and with the whole health team, avoiding 
errors, rather than carrying out mere bureaucracy; it 
can also reduce phenomena of burn out and stress, im-
proving the quality of work, with greater personal sat-
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isfaction and more adequate management of required 
performance.

Last but not least, it is important to consider how 
AI made decisive contribution to the fight against 
SARS Co-V-2 virus, both in the diagnostic phase and 
in the management of the overt disease and, again, in 
the prediction of the evolution of pandemic trends ep-
idemiological trends (18). But the potential that AI 
can offer the world of the helping professions is much 
broader.

In the near future, an administrative tutor could 
also be a health-care robot, which could support the 
dependent person not only in health care but also in 
the protection of property interests and existential is-
sues (19).

This irreversible and unstoppable growth, that 
has led to important successes and significant new 
opportunities, comes with fears and risks of these in-
novations, destined to strongly impact the health care 
structure, the functions of the health care professions 
and the role of physicians and even more the very es-
sence of medicine emerge that are (20, 21).

One of the most critical ethical issues concerns 
the impact of AI on therapeutic delivery and, more 
generally, on the relationship of care and trust between 
caregivers and health care providers (22).

In fact, the inherent opacity of AI risks signifi-
cantly interfering with this relationship and specific 
health and medical decisions, as the lack of under-
standing and consequent lack of critical scrutiny of the 
outcomes produced by the use of AI, could marginal-
ize the physician’s role.

Closely related is the problem of cognitive bias 
arising from programming on a data sample that is 
not sufficiently representative of the whole concerned 
population and, therefore, inadequate to identify the 
most correct health care services and cause of possible 
damage to patients’ health and lives. For example, a 
predictive algorithm based on chromosomal analysis 
can lead to errors if applied to populations whose ge-
netic information is not available. It has happened in 
the past that the data used to train a particular system 
dedicated to the diagnosis of skin cancers belonged 
to Australian, European, and North American pop-
ulations, characterized then by light skin. From this 
perspective, the system that had achieved high levels 

of accuracy for such populations, presented severe crit-
icalities when applied to other ethnic groups (15).

Other similar biases occurred in the field of gen-
der medicine, which for years used only the male pat-
tern as a reference standard.

Evolutions in care relationship and treatment pathway

In a bygone era, the profession of the physician 
was conducted primarily at the bedside of the patient.

The relationship was typically dual: physician and 
patient. Other professionals rarely intervened and, 
in any case, it was always the trusted physician who 
played not only a central role but also an exclusive 
reference. The focus of the relationship lay in human 
contact, in the doctor’s ability to observe the person, 
posture, attitudes, nonverbal language and examine his 
or her body through his or her own senses as well, in 
the ability of the human hand to touch, diagnose, treat. 
It was a kind of ritual, a clear message that enshrined a 
kind of alliance between doctors and patients.

Modern medicine has radically affected the duali-
ty of the relationship by enriching it with a plurality of 
components in the perspective of a multidimensional 
approach (23).

The classic doctor-patient pair is now replaced by 
the more complex health-care workers team-patient 
that, in the richness of the composition of skills and 
knowledge, also produces possible criticalities if dis-
harmonies are present that may cause disorientation or 
lack of clear references in the patient.

Even the traditional medical examination, cen-
tered on eye and physical contact is often replaced by 
a briefing around a computer, in a confined space, dur-
ing which images on screens, x-rays, reports, numbers, 
data are examined. The patient has become almost an 
icon, the recipient of excellent care, but devoid of his 
or her own reality and perhaps necessity.

The risk is to lose not only the human dimension of 
the relationship between doctor and patient, but to in-
creasingly exclude the distinctiveness of the clinical di-
mension in diagnosis and treatment. Clinical semeiotics 
involves interactive processes and true hermeneutics of 
the patient’s linguistic and bodily semantics that appear 
difficult to replace by an intelligence other than human.
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At the same time, profound social and cultur-
al changes have long since sharply dimensioned that 
centrality that the physician had in the Hippocratic 
perspective that was expressed in unconditional and 
unquestioned reliance, based on the physician’s assert-
ed superiority, in favour of a shared vision that recog-
nizes the person’s right to evaluate and decide his or 
her own good.

The advent of the Web 2.0 phenomenon, in the 
traditional “dyadic” relationship between doctor and 
patient has further injected innovative elements, by 
adding the so-called. Doctor Google, with all the pos-
sible distortions and deviations that it takes with it: 
confusing elements, cognitions not adequate to the 
specificity of the case, unnecessary alarmism, false 
hopes (24, 25). Never as in recent years have the opin-
ion and advice of the doctor been refuted and not ac-
cepted (26).

The advent of AI introduces another figure into 
an already highly articulated system of professionals in-
tervening in care, requiring innovative proposals by the 
European Parliament for “recognition of the electronic 
personality of robots that make autonomous decisions 
or interact independently with third parties” (27).

On this basis, it has also come to be envisaged 
that robots, especially those with more advanced tech-
nology, could be considered as electronic persons, that 
should be called in to compensate the damage suffered, 
through an asset to be reserved for the application of 
AI for this purpose. This hypothesis would in effect 
entail the introduction of the legal and professional 
figure of the robotic healthcare professional, as a mem-
ber of the medical team (28).

From the standpoint of the traditional care rela-
tionship, this figure could further reduce the role of the 
physician as the main actor in outlining the treatment 
path and in accompanying the patient to informed and 
responsible therapeutic choices. The problem, already 
mentioned, of the “black box,” shows the practition-
er’s inability to verify the system’s logical process and 
rationale for choices, given that he or she operates by 
statistical inference, not deduction (29).

On the basis of the same information about the 
patient, it really may happen that the physician on one 
side and the AI on the other arrive at different diag-
noses, making the decision on how to proceed prob-

lematic. For instance, AI could determine, with high 
probability, that the lesion may be a melanoma and 
thus prospect the indication for removal surgery, not 
necessarily shared by the physician (15). This opacity 
has clear and significant repercussions that affect the 
therapeutic relationship and, particularly, the ethical 
principle of beneficence and non-maleficence.

As pointed out by Italian Committee for Bio-
ethics, the unintelligibility of the process by which an 
AI system arrives at proposing a particular diagnostic 
or therapeutic option may inhibit the physician from 
making autonomous evaluations and taking decisions 
other than those suggested by the machine (30).

Of course, the problem of “who” to rely on does 
not only concern the operator, but involves the patient 
as well.

The health-care operator might decide to disre-
gard the outcome, adopting a critical scrutiny of the 
AI’s work. This approach is coherent with what is 
indicated by Article 22 of the GDPR, which recog-
nizes the data subject’s right “not to be subjected to 
a decision based solely on automated processing (...) 
that significantly affects his or her person” (31). This 
approach, however, places the risks and responsibility 
of making a decision in the hands of the physician, as 
opposed to the opacity mentioned above.

Conversely, aprioristic prioritization of the ma-
chine would mean running into alarming drifts of dog-
matism and shifting the paternalism paradigm from 
medical to AI.

Opposing to an automated decision may also be 
difficult, because the ongoing interaction with learning 
systems that contribute to the improvement of one’s 
skills and competencies may contribute to the devel-
opment of disproportionate trust toward the system’s 
capabilities and suggested output. Delegating the de-
cision to the machine may, not only result in a loss of 
human focus and a flattening of the physician’s func-
tion to the AI output, in a dangerous phenomenon of 
deskilling, but also generate a psychological mecha-
nism of de-empowerment and delegation from natural 
intelligence to artificial intelligence, with related legal 
consequences all to be considered (32, 33).

At the same time, the autonomy of the patient is 
also likely to be undermined, since in the absence of a 
clear prospect of a reliable diagnostic-therapeutic sce-
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nario, patients may find it difficult to understand and 
evaluate the reasons for drawing a particular conclusion.

Nor can the risk be overlooked that the algorithm 
may order the available options, according to a hier-
archy of values that does not conform to the cultural, 
anthropological, and existential principles of the pa-
tient. For example, the algorithm might be set to indi-
cate a pathway that prefers greater life expectancy, thus 
preferring quantity over quality of time, while the pa-
tient might instead desire the opposite (15). Likewise, 
algorithms could thus steer toward medical practices 
that meet administrative and/or economic goals, rather 
than care needs.

Nor can be neglected paradoxical effects that 
might lead some people to be refractory to new meth-
ods of care, and other people to express a not hought-
ful and responsible consent.

Such critical issues about the explicability of the 
pathway have also provoked a denialist hypothesis that 
excludes on the part of the doctor, in the case of AI 
use, the obligation to inform, the patient about the use 
and mode of use of such technology (34).

An increasing production of documents under-
scores the respect for the ethical and legal principles 
inherent in this matter (35, 36).

In Italy, the document of the Presidency of the 
Council, while acknowledging the critical issues re-
lated to the construction of informed consent in the 
use of AI, expressly states that “it is an ethical and le-
gal obligation that those who undergo such innova-
tive health treatments through AI be informed in the 
most appropriate and comprehensible ways of what 
is happening, to be (if it is the case) subjected to ex-
perimentation and validation; to be aware that what 
is applied to them (diagnostically and therapeutically) 
implies benefits but also risks. It should be explicit-
ly specified in the IC whether the treatments applied 
(diagnostic or therapeutic) come only from a machine 
(AI, Robot), whether and what are the areas and limits 
of human control or supervision of the machine” (30). 

Likewise, in the Ministry of Health’s document 
“Artificial Intelligence Systems as Diagnostic Support” 
(2021), it is considered imperative to extend disclosure 
to the use of new tools, including providing specific 
training for the physician and patient (37).

The possibility/capability to provide truly knowl-

edgeable and in-depth information in a “black- box” 
context constitutes a certainly demanding challenge 
that requires the need to have peculiar and adequate 
regulatory tools and, also, a considerable effort of dia-
logue and confrontation between different professions 
and competences (bioethicists, jurists, programmers, 
computer scientists, developers of new technologies, 
risk assessment experts and physicians). Such an effort 
is more necessary than ever to ward off the danger of a 
“dehumanization” of the care relationship, that is, the 
loss of those connotations of attention to the singular-
ity of the person being cared for, also in relation to his 
or her value and cultural references.

The criticalities inherent in the AI system certain-
ly require great attention to the identification of the 
perimeter of information, which will certainly have to 
be flexible, calibrated, modulated, but not excluded.

A clear indication can be found in the Italian Law 
219/2017 “Norms on informed consent and advance 
treatment provisions” which establish that information 
should be part of a relationship of “care” and “trust”: a 
relationship that does not merely constitute a frame, 
the background (the setting) in which to insert the 
health treatment (intelligent or not), but that repre-
sents a tool of care (23).

This call for a relationship of care and trust (both 
fundamental terms in medicine) implies the need to 
maintain the humanity and closeness of the relation-
ship with the patient, which cannot be delegated to 
the intelligent system, as well as to preserve the funda-
mental role of the specificity of the relationship.

The provision in Italian Law 219/2017 stating 
that “Communication time is care time” is a clear di-
rective in this regard.
  

Conclusions

Ethical issues arising from the application of AI 
in medicine require timely examination and interdis-
ciplinary debate aimed at sharing perspectives, aware-
ness, limitations, and solutions for the development of 
medicine that is equitable, human, and respectful of 
human rights.

To achieve this goal, it is indispensable to rethink 
the education of health professionals in a dynamic way 
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by also introducing ethical knowledge not only in the 
curricula of health professionals but also in the degree 
programs of technical professions (engineers, comput-
er scientists, developers).

Strategies and policies that break down fences be-
tween knowledge and skills with respect to the man-
agement of a technology that, currently used limitedly 
compared to its potential, is destined to increasingly 
change the essence of medicine in the not-too-distant 
future are indispensable. 

Therefore, the question is to develop a different 
cultural approach, capable of composing the relation-
ship between technologies and care needs in order to 
take advantage of high value-added tools, oriented to 
people’s real needs and respect for dignity and free 
choice.
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